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Chebyshev problem: best quasi-isometric mapping

P.L. Chebyshev, 1856:
Map of the country is optimal when it provides minimal relative path length error
Conformal mapping is optimal if isometric on the boundary of the domain
The relative length error of TransSib (St.Petersburg - Vladivostok railway) is less
than 1.2% (103 kilometers for about 9000 km total length).
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Quasi-isometric mapping: formal definition

x1

x2

ξ1

ξ2

~x(~ξ)

γξ
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Consider a map ~x(~ξ) : Ω→ Ωx, where Ω,Ωx ⊂ Rd with corresponding metric tensors
Gξ(~ξ) and Gx(~x). For any simple curve γξ ∈ Ω defined by 1D parameterization
~ξ(q), 0 ≤ q ≤ Q, and its image γx we can measure their lengths as:

Lξ =

Q∫
0

(~̇ξ>Gξ ~̇ξ)
1
2 dq Lx =

Q∫
0

(~̇ξ>J>GxJ ~̇ξ)
1
2 dq

(recall that ~̇x = J ~̇ξ, where J is the Jacobian matrix)

A map ~x(~ξ) is said quasi-isometric if there exists a bound K:
1
KLξ < Lx < KLξ for any curve γξ.

For a map regular enough we can
reformulate it as a local matrix inequality:

1
K2Gξ < J>GxJ < K2Gξ.
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Elasticity as proxy problem
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How to compute the best ~x(~ξ)? Matrix-based optimization seems hard...

Solve a proxy problem instead: mathematical elasticity minimizes the deviation from
the isometric deformation state on average:

min
~x(~ξ)

∫
Ω

f(J) dξ, where f is the distortion measure and J is the Jacobian matrix.
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G.B. Airy, 1861: Balance-of-Errors
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Toy example: average vs max distortion
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Toy example: average vs max distortion
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Barrier functional (Ivanenko, 1988)
Dirichlet (∆~x(~ξ) = ~0):

min
∫
Ω

f(J)dξ, f(J) := 1
2‖J‖

2
F

Inverted elements!

Inverse Dirichlet (∆~ξ(~x) = ~0):
min

∫
Ω

f(J)dξ, f(J) := 1
2

‖J‖2F
max(0,det J)

No inversions, but how to solve?
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Bounded distortion: stiffening (Garanzha, 2000)

min

∫
Ω

wt(J) · f(J)dξ

f(J) :=
1

2

‖J‖2F
max(0,det J)

wt(J) :=
1

max(0, 1− t · f(J))

f(J) ≥ 1, so if the integral is finite,
the distortion is bounded: max

Ω
f(J) < 1

t .

How to choose t?
How to solve?
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Untangling (Garanzha 1999)

D

χε(D)

min
∫
Ω

f(J)dξ, f(J) := 1
2

‖J‖2F
max(0,det J)

How to solve?

min
∫
Ω

fε(J)dξ, fε(J) := 1
2
‖J‖2F

χε(det J)

χε(D) := D+
√
ε2+D2

2
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Foldover-free vs lowest distortion mapping

Build a decreasing sequence of εk:

Untangling algorithm

Input: ~x0(~ξ) // arbitrary initial guess
Output: ~x∗(~ξ) // foldover-free map
1: k ← 0;
2: repeat
3: compute εk;

4: ~xk+1(~ξ)← arg min
~x(~ξ)

∫
Ω

fεk(J)dξ;

5: k ← k + 1;
6: until min

Ω
det J > 0 and convergence

7: ~x∗(~ξ)← ~xk(~ξ);

Build an increasing sequence of tk:

Stiffening algorithm

Input: ~x0(~ξ) // foldover-free initial guess
Output: ~x∗(~ξ) // lowest-distortion map
1: k ← 0;
2: repeat
3: compute tk;

4: ~xk+1(~ξ)← arg min
~x(~ξ)

∫
Ω

f(J)
max(0,1−tk·f(J))

dξ;

5: k ← k + 1;
6: until convergence

7: ~x∗(~ξ)← ~xk(~ξ);
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“Finite number of steps” theorems

Build a decreasing sequence of εk:
[Garanzha et al 2021]
Foldover-Free Maps in 50 Lines of Code

Untangling in a finite number of steps

If we have an efficient solver∗ and the
admissible set is not empty,

then it is reachable by solving a finite
number of minimization problems.

∗ Few counter-examples were found.

Build an increasing sequence of tk:
[Garanzha et al 2023]
In the Quest for Scale-Optimal Mappings

Bounded distortion in a finite number of steps

If we have an efficient solver∗∗ and the ad-
missible set is not empty for a given dis-
tortion bound,
then it is reachable by solving a finite
number of minimization problems.

∗∗ Counter-examples are not (yet?) exposed.
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Free-boundary flattening example
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min
~x(~ξ)

∫
Ω

f(J)dξ min
~x(~ξ)

max
Ω

f(J)



Free-boundary flattening stress test
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min
~x(~ξ)

∫
Ω

f(J)dξ min
~x(~ξ)

max
Ω

f(J) min
~x(~ξ)

∫
Ω

f(J)dξ min
~x(~ξ)

max
Ω

f(J)



3D deformation example
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min
~x(~ξ)
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Flat Earth mathematics
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Ground truth

Azimuthal equidistant projection is scale-optimal:

r(θ) =

√
2

π
θ

(see [Milnor 1969] for the proof)



Flat Earth mathematics

r∆φ

∆r

ρ
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x2

x1
φ
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ρ∆φ
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θ

1

1.0305

1.07

θ
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Massive testing

It works.
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